
SMMR-2 LESSONS LEARNED

(so far)


I have attached the postlude comments from those sites for which I have them available.  As additional sites post this information, I will incorporate the documents here.

1. We are used to entering a patient name in CHCS and seeing a prompt for SPONSOR NAME//.  Once the patient record has been synched with DEERS the sponsor identity can no longer be edited in CHCS.  Therefore, for synched patients, this prompt no longer appears.  Logical, makes so much sense that we forgot to warn the end users that some patients will have this prompt and some will not.

2. ATC (Access to Care) value prompts have been added to the appointment booking and referral screens in SMMR-2.  We have mentioned that and made sure everyone has the documentation.  However, referrals made prior to the load of SMMR-2 don’t have this field populated.  They are not bookable in SMMR-2 until somebody goes into the MODIFY referral screen and returns though the ATC prompt.  When you press return on the ATC field, the system will populate it for you based on the PRIORITY, but this means that every referral created prior to SMMR-2 needs to be “touched” before appointments can be booked for it.

3. Pharmacy - SYSTEM ERROR WHEN ENTERING A PRESCRIPTION VIA PHARMACY PATHWAY. When a user enters a prescription via the pharmacy pathway for a drug that is formulary in another formulary group, but not defined within their own formulary group. The system error is DIPA("PKSIZE") UNDEFINED VARIABLE.

4. Provider file SSNs for MTF providers.  The load generates a spool file containing a list of providers with a signature class NOT EQUAL to OUTSIDE PROVIDER that are missing SSNs.  This list is a little misleading.  When looking at the reports generated at Groton, Hanscom, and Dover, the vast majority of these providers are nurses and technicians whose PROVIDER FLAG is set to NOT A PROVIDER.  Since the purpose here is apparently to identify providers with problems for PDTS and these individuals cannot write prescriptions, one has to wonder if this report is valid or requires action.

5. Similar to item 4 above, the load generates a spool file which contains a list of providers with a signature class EQUAL to OUTSIDE PROVIDER that are missing both DEA# and License #.  Since at least one of these fields must be filled in for PDTS, this is a more critical list to evaluate and correct.  Outside providers with only an SSN, will present problems when PDTS is activated.

6. Host site needs to watch the journal files like a hawk, particularly at night when the Patient Synch is running.  Roger Dent at Groton reports approximately 75 journal files closed in 4 hours.   If the host is normally not monitored at night, some method of monitoring these and performing journal backups on the nights when the Patient Synchronization is running might be advisable.

7. Host site also needs to monitor the growth of the ^INTHU global to ensure that adequate disk space is available.  This is the global that contains all the message traffic across interfaces.  Each patient record modified during the Patient Synchronization is going to generate multiple messages across interfaces for CoPath, DBSS, CIS, NMIS, etcetera(S)…  So, the more interfaced systems you have that get patient file updates, the faster this global is going to grow.

8. Referrals, the function to add a new referral has been modified so that the REFERRED BY: (hcp) field is now linked to the PLACES OF CARE in which that provider is profiled.  Specifically what this means is that when a provider name is entered into the REFERRED BY: field, the system will only allow the REFERRED FROM (location) field to have a location entered that the provider is profiled in.  This has been a bit of a problem for the civilian providers who are not profiled (completely built with appointment types, etc.) in any clinic/place of care.  We have worked this out with the Managed Care Support Contractor and they are now ready to deal with the upcoming loads.  Sites need to be very sure that all MTF providers who may write CLN orders are completely and properly profiled in at least one place of care.

Highlights of Groton's SMMR2 Load

Deletion of .LIS files - 

    2 hours to do 15,000 of 68,000 files (gave up and renamed directory, then created new CHCSLIS directory)

ZPL load of SMMR2 -

    45 minutes - no problems

Enable journaling on selected IN globals -

    15 minutes.

ZPL load of CPs 1-43 - 

    2 hours (including downloading from acpd)(conversions add an extra hour to this for a total of 3 hours)

ZPL load of OLUM -

    2 hours (includes 1 hour 50 minutes of conversion)

Notes:
The load itself went smoothly. However, eight things are noteworthy. 

1.
The deletion of .LIS files should be handled differently.(I would recommend predowntime if you have any great number of them - I had 68,000+ of them). 

2.
The Change Package zip file wasn't used due to invalid .pkg files. (Gerry is fixing that for

subsequent loads)(Using two terminals works just as well anyway, one to download the CPs from ACPD and one to do the installs from as the zip files are transferred). 

3.
The DEERS patient synchronization went well the first night, but the second night it closed

75 journal files on me (in about 4 hours) before I could get a journal backup done. The third night is yet to come.

4.
On page 4 of 13 in section 4 of the install document dated 31 Mar 2000, number 14 has you  verify  installation of AXCH-SY_ISC_DSM-7.1.1-03.1 by checking vmsinstal.history file. In this history file, that package is listed as DSM711AAXP version 1.0. I had done mine on 17 June 1999.

 5.
 Pharmacy ERROR - PDTS; SYSTEM ERROR WHEN ENTERING A PRESCRIPTION VIA PHARMACY PATHWAY. When a user enters a prescription via the pharmacy pathway for a drug that is formulary in another formulary group, but not defined within their own formulary group. The system error is DIPA("PKSIZE") UNDEFINED VARIABLE. The error can be more easily created under the following conditions: 1. A New drug is created in the drug file under Add New Drug (ADN) 2. The drug is made formulary within one formulary group (FRM option) 3. The drug is ordered via pharmacy in an outpatient site that is assigned a DIFFERENT formulary group. Because the drug does not have any data defined for its own formulary group, the DIPA("PKSIZE") is undefined. This is a known problem. I think the sir # is 30121 but it hasn't made it to a cp yet.

                   ADDENDUM: The system error is: %DSM-E-UNDEF, undefined variable DIPA("PKSIZE") -DSM-I-ECODE, MUMPS error code: M6 %DSM-I-ATLABEL, XD^DIJED0:2 I DIJED0-2 X D Q 

6. New Menu Options - The DG DEERS SYNCH menu did NOT have a Security Key on the menu. We locked two of the options on that menu: DG DEERS SYNCH and DG DEERS SYNCH MAILERS" menu option. We also locked the new menu CP GROUP PROVIDER REASSIGNMENT to prevent use prior to PCMBN.

7. CoPath HL7 messages - After just two nights of running the DEERS Patient Synch there are over 53,000 HL7 messages to CoPath .

8. CON Orders - The conversion of active CON orders should have created a referral that can be booked via MCP. The referral was created and can be seen in FileMan but cannot be seen in MCP booking to be booked.

                   ------------------

                   roger

Dover Postlude for SMMR2 installation on 22 Apr 2000.

                   Onsite for installation:

                   SAIC: Len Giulianelli, Site Manager

                   Dav Florczak, Systems Specialist

                   Visits by: Cpt Hartley, Medical Systems Cdr.

                   SSG Rainey, Medical Systems NCO

                   0730 Shutdown Training environments and disabled user logins

                   0735 Deleted all F*.LIS files

                   0742 Shutdown M/SQL server master and Taskman, disabled mapped routines, verified GIS queues

clear, shutdown all interfaces and performed Journal backup.

                   0804 Proceeded with load of SMMR2 software

                   0901 Started installation of Change Packages 1-43. Downloaded CP from ACPD due to file failures.

(Gerry Merriman is fixing that for future loads.) As Site Manager downloaded CPs System Specialist installed.

                   1136 Installed Mapped Routines, started Taskman, and started external interfaces.

                   1148 Installed CHCS-SS_LOINC_FY99_4603 and activated all interfaces.

                   1205 Enabled user logins

                   1208 Installed CHCS-AP_OLUM-4603, monitored system and conversions, remapped M/SQL and

restarted Training Environments

                   1400 Logged TMSSC call stating we are starting Patient Data Synch.

SMMR-2 POSTLUDE FROM FT. CAMPBELL

Here it is folks...I am going to make it short and sweet.

                   Load Date was 21 April 2000

                   Load Time was 2.5 hours

                   Personnel on site:

                   Kristina Smith, Site Manager

                   Alisa Lancaster, System Specialist

                   Things we did before-hand that were helpful:

                   1. I started deleting my F*.lis files from the [CHCSLIS] directory well in advance of the load. I did a

                   DEL/BEFORE=TODAY F*.lis the day before the installation and then did the same thing the afternoon

    of the installation. 

                   2. I ran the KG513 to ECS conversion BEFORE the downtime began. I had an idea on how long it

     would take from the test conversion we had run earlier in the week and planned it out that far from the

    start of downtime.  As long as no one is using the KG513 software, you can run that conversion ahead of

    time. 

                   3. I just took a deep breath and said..."This is going to be a smoothe load!"

                   A few things to note: 

                   We are a 2 node 4100 site/we ran the install with DSM up on the A node only, and shadow sets were

                   NOT broken.

                   Lisa and I type as fast as we talk. :-)

                   Timeline:

                   1940: Ran the KG513 to ECS conversion.

                   1945: Deleted the remainder of the F*.lis 

                   files.

                   1950: Turned off journalling on PSDFDB global.

                   2000: KG513 to ECS conversion completed.

                   2001: Disabled userlogins

                   Shut down GIS/DEERS/NETWORK MAIL

                   Shut down TRAINING

                   Shut down COPATH

                   Shut down TASKMAN

                   Shut down DSM

                   2010: DSM back up on A node

                   2015: Began installation of SMMR2 software.

                   (Package Completion check took 5 mins)

                   2050: Installation of SMMR2 software was

                   complete.

                   2051: Scratched out heads and said to each other "WOW!!"

                   2052: Turned journalling on for restored GIS 

                   globals.

                   2055: Began loading Change Packages. 

                   *** Was unable to use the CPs that we had gotten from SCMSPDS and had to go to the ACPD queue to

                   retrieve them.

                   2115: Had loaded through CP 38 and stopped due to the fact that CP 43 was not available in the ACPD

                   queue. I paged Becky Wells to get a status on the availability of CP 43. She called 

                   back stating that the ALPHA flag was 

                   still on CP43 and informed me that it would be lifted and available ASAP.

                   2122: Stepped through the TCPR Setup for CHCS.

                   2130: Installed CPs 39-43. (39 takes a little bit longer than all the others. It has the PADC software in it.)

                   2140: Brought DSM up on B node.

                   2145: Started TASKMAN. Watched TASKMAN servers and checked error trap. No errors.

                   2152: Installed CHCS-SS_LOINC_FY99_4603-1.0

                   2155: Compared GIS BP entries for DII LSIs and we checked out okay.

                   2200: Started all interfaces.

                   2210: Installed CHCS-AP_OLUM-4603.

                   2220: Double-checked install guide to make sure we did not miss anything. (We could not believe that

                   we were done!)

                   2230: Allowed users back on. Install done.

                   Sidenote: Knox WILL beat this time.

                   Thanks for coming Lisa!

                   GOOD LUCK TO EVERYONE ELSE!!!!!!!!!!!!!

Follow-up note:     COPATH does take a bit of a beating with the 

                   CHCS Deers Patient Synchronization Utility. It is 1640 on 26 April right now and the Output Writer is

                   currently 28918 messages behind....so it does create some HL7 traffic for sure. 

                   As far as the XDW global goes...we were extended to 290 something thousand blocks up from the 111

                   something thousand blocks we had. I checked the DBT reports and we loaded on the 21st and did not 

    kick off the Deers SYNCH until the night of the 24th. The DBT reports showed us having had 297608

    free blocks on the 24th, 250368 free blocks on the 25th and 221311 free blocks today.

